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Disclaimers
• What this tutorial is not about: 
• theories of fake news 
• economic impact
• psychological aspects, social (media) context 
• “completeness”. 
• … 

• What we plan to cover 

• Possible sensibilities 
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Outline

• Primer on “Fake News” 
• Some Computational Problems 
• Propagation 
• Detection 
–ML based approaches 
– DB approaches 

• Mitigation & Intervention 
• Future Challenges & Opportunities 
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“Fake News” Primer 
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Some terminology 

• “Fake News” comes in many forms 

• “Fake” articles / images / videos 
• Misinformation and Disinformation 
• False / Misleading Claims 
• … 

5



FN Definition 
• Abused and misused term 

• Different kinds of untruth or misleading info.§
that is often referred to as “fake news”

• Many prior definitions: e.g., “Internationally and 
verifiably false” (Allcott et al. 2017). 

• Tutorial focus: detecting a subset of specific 
forms of such bad content, modeling their 
diffusion, detection, and their mitigation & 
intervention. 

§As well as some completely genuine news! L
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A Taxonomy 

Fake News. It’s complicated. 
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An Alternative Taxonomy 

• Satire: no malicious intent; entertainment 
value (e.g., The Onion, Andy Borowitz: The 
New Yorker, ...). 

[Guo and Vargo, Communications Research 2018]. 
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An Alternative Taxonomy 

• Selective disclosure, cherry picking facts --
some intention to mislead or advance agenda: 
– e.g.1 (structured data): Rudy Giuliani’s claim 

“adoptions went up 65 to 70 percent” in NYC “when I 
was the mayor.” 

– true on surface: 1996-2001 vs 1990-1995. 
– Giuliani was mayor 1994-2001. 
– however, from term 1 (1994-97) to term 2 (98-’01) 

adoptions went down by 1%. 
[Wu, Agrawal, Li, Yang, and Yu. TODS 2017.] 
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An Alternative Taxonomy 

• e.g.2: zooming in to make a point.  
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An Alternative Taxonomy 

• make false connections to advance conspiracy 
theories: e.g., add additional facts/observations 
(coincidental) to promote CTs. 

• imply false context to story (image/video) to 
push a false narrative: e.g., snowfall somewhere 
as “evidence” against global warming. 

• manipulate photo/story/facts to paint false 
picture: e.g., edited video of Nancy Pelosi; 
climate analytics with different start dates. 
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An Alternative Taxonomy 
• Complete Fabrication (usually easier to 

detect than subtle distortions): e.g., “As the 
Telegraph’s Brussels correspondent between 1989 and 1994, he invented a 
self-serving journalistic genre that set a poisonous tone for British EU 
reporting” The Guardian.

• Impostor – make-believe sites: make site 
look and feel authentic and real. 
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Growth in Fake News 

Monthly Fact-checks by Politifact
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Impact of FN 

Recent events have amplified the effects of FN:

• Social media, virality, polarization, filter 
bubbles. 

• impact on news media ecosystem, not just on 
end user (aka consumer). 

[Guo and Vargo Communication Research 2018].
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News Media Ecosystem 

News media Ecosystem: 

Overall media outlets

Partisan LiberalConservativeNon-partisan

FN / Misinformation 
Peddlers 

Fact-checkers

??
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News Media Ecosystem 
● Elite Mainstream media: normally regarded as 

opinion leaders. 
● smaller outlets -- followers. 
● Social platform taking the lead on covering 

certain stories. 

Intermedia Network Agenda Setting. 

● Period studied – 2014-2016. 

[Guo and Vargo Communication Research 2018].
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overall 
online media 
news outlets 

overall 
partisan

overall 
conservative 

overall 
liberal 

fact-checkers

News Media Ecosystem Findings  

FN

Based on online media landscape 2014—2016. 
Caveat: Our Schematic oversimplified. 

Declining influence of 
fact-checkers on 
agenda of fact-based 
news orgs! 
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2. Some Computational Problems



Is this News Genuine? 
● Problem P1: Given a repository of real and 

“fake” news articles, and an article A, find if A 
is real or “fake”. 

○ what metadata is available? 

○ propagation patterns? 

○ unsupervised, semi-supervised, supervised? 

○ perhaps we can simultaneously grade sources and 
articles (and perhaps commentators) leveraging all 
available signals. 
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Fact Checking Claims – Simple 
● Problem P2: Given a claim C and a collection 

A   of articles, determine if C is true or false. 

○ C is a simple factual assertion. 

○ collection A is assumed to contain relevant articles. 

○ different shades of truth in place of just true/false. 

○ subproblem: determine if an article A supports or 
refutes a claim C, is related or unrelated to it. 

■ related to stance detection. 
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Fact Checking Claims – Quantitative
● Problem P3: Given a claim C and a collection 

A   of articles, determine if C is true or false. 

○ C is an aggregate statement. 

○ room for cherry picking, by careful choice of 
window (could be geo or time) that C applies to. 

○ Of course, outright falsehood is (always) possible 
and is easier to detect than cherry picked assertions. 
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Querying Knowledge Graphs –
Simple 

● Problem P4: Given a claim C and a knowledge 
graph G, determine if C is true or false. 

○ C is a simple factual assertion. 

○ KG G is assumed to contain relevant facts. 

○ different degrees of truth. 
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Querying Knowledge Graphs  –
Quantitative

● Problem P5: Given a claim C and a collection 
knowledge graph G, determine if C is true or 
false. 
○ C is an aggregate statement. 

○ KG G is assumed to contain relevant facts. 

○ how do you query a KG for aggregate claims? 
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Mitigation
Problem P6: Given a misinformation campaign, 
how to effectively counter it? 

● propagation model? 
● objective of counter campaign? 
● before or after misinfo. campaign is underway? 
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Intervention 
Problem P7: Given a misinformation campaign, 
how to intervene with the content’s propagation? 

● soft or hard? 
● network or content? 
● nodes or edges? 
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3. Propagation of Fake News



Why study Fake News Propagation?

• Understand difference between real and fake news 
propagation

• Could be used for detection and mitigation

VLDB 2019, Los Angeles 
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Fake News Cascades

• Most common representation to study propagation

• Tree like structure
• Root node : initial poster
• Other nodes: Subsequent posters/retweeters
• Directed edge between poster and reposter
• Additional metadata such as timestamp included 

as necessary

VLDB 2019, Los Angeles 
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Hop based Fake News Cascades

[Zhou, Zafarani. arXiv. 2018. ]

VLDB 2019, Los Angeles 
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Time based Fake News Cascades

[Zhou, Zafarani. arXiv. 2018. ]

VLDB 2019, Los Angeles 
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• Lifetime: 7
• Real-time heat: 1, 1, 0, 0, 1, 0, 2, 2 
• Overall heat: 7
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Empirical Patterns

[Kwon et al. ICDM 2013.]

VLDB 2019, Los Angeles 
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Empirical Patterns

[Vosoughi, Roy, Aral. Science. 2018.]

VLDB 2019, Los Angeles 
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Empirical Patterns

[Vosoughi, Roy, Aral. Science. 2018.]

VLDB 2019, Los Angeles 
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Modeling Fake News Propagation

• So far: Quantitative analysis of propagation

• Need: Mathematical models for quantifying and 
predicting the propagation

• How can we reuse ”growth” models from other 
communities?

VLDB 2019, Los Angeles 
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Epidemic Diffusion Model

[Zhou, Zafarani. arXiv. 2018. ]

VLDB 2019, Los Angeles 
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IM: Independent Cascade Model

Figure 1: Independent Cascade Model

its inactive neighbor nodes at time t+ 1. The attempt is successful with probability pvu. The process runs until
the time step where no more nodes get activated.

Figure 1 illustrates the diffusion process in ICM. B is selected as the seed node and activated at t = 0. It then
attempts to activate its neighbors. A, C, and E have activation probabilities of pBA, pBC , and pBE respectively.
At t = 1, only A is activated by B; and B cannot activate any of its neighbors anymore. A then proceeds to
activate D in a similar fashion. After D attempts to activate its neighbors and activate G, the diffusion terminates
since there does not remain any active node which can attempt to activate neighbors.

Diffusion reach probability between two nodes can be defined as the probability of the cascade originating
from a node reaching to the other node, by traversing the nodes between them if there are any. An infinite number
of cascades would enable calculation of diffusion reach probabilities, however there exists only a finite number of
cascades, and in general only a limited portion of them are accessible. Predicting such probabilities is, therefore,
a nontrivial problem.

Machine learning might be utilized in such prediction tasks. However, most machine learning algorithms
require input data to be in a tabular form in which rows represent cases and columns represent feature space.
The choice of the feature set has a significant effect on the performance of a machine learning model. Hence, a
considerable amount of effort is actually spent on engineering better features. Representation learning is a way of
automatically discovering important features which replaces the time consuming manual feature engineering.
Representation learning in social networks is concerned about finding learning methods which can embed nodes
to a latent space in a way that the resulting embeddings contain maximum information within a reasonable
dimensionality. These learned latent features then can be used in machine learning tasks.

2 Related Work

Apart from the earlier matrix factorization methods, seminal algorithm of Perozzi, Al-Rfou, & Skiena (2014)
named DeepWalk paved the way for most of the future studies. DeepWalk is a random walk-based method, to
learn latent representations of vertices in a network by optimizing the probability of nodes occurring in the same
random walk using gradient descent. Tang et al. (2015) proposed Large-scale Information Network Embedding
(LINE) which considers first-order proximity (i.e., sharing a tie) in addition to second-order proximity (i.e.,
sharing the neighborhood). This way, LINE improved DeepWalk which only considers second-order proximity.
Improving this line of work even further, Grover & Leskovec (2016) proposed node2vec which generates biased
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1. Activate seed set

2. in each round, newly active 
nodes have single chance to 
activate inactive neighbours

3. Use influence probabilities on 
edges to resolve activations

4. Active nodes do not de-activate

Diffusion of information under IC occurs in a series of rounds:

seed = B

VLDB 2019, Los Angeles 

[Kempe et al. KDD 2003] [Image: Gursoy, Durahim. arXiv. 2018]
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4. Detection of Fake News 



Detection of Fake News

• ML based approaches
• Feature engineering (content, credibility, network, 

propagation)
• Training a classifier

• DB based approaches
• Richer set of possibilities
• Focus: Fake news detection by fact checking

VLDB 2019, Los Angeles 38



Fact Checking

• Computational Problem P2

• Input: a factual statement 
• whose correctness could be verified

• Output: verdict on correctness of the statement

VLDB 2019, Los Angeles 39



4a. ML based Detection of Fake News 



Supervised ML Approaches

• Related to computational problems P1 and P2

Steps
• Dataset collection and Feature Engineering
• Training a model from labeled data
• Making predictions in the real-world

VLDB 2019, Los Angeles 
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Issues in Supervised Approaches

• Training data is often small
• Expensive to get accurate labels
• Good feature engineering is often very challenging
• Dataset is often skewed/unbalanced
• Asymmetric cost for misclassification

VLDB 2019, Los Angeles 
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Feature Engineering

• Poster based 

• Network based

• Content based

VLDB 2019, Los Angeles 
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Content based Features

• Key feature categories
• Quantity, Complexity , Uncertainty, Sentiment, 

Typographical, Readability
• Early Approaches

• Perform content feature engineering
• Train a classifier and use it for predictions

VLDB 2019, Los Angeles 

[Zhou, Zafarani, Shu, et al. WSDM. 2018.]
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Network-based Features

[Zhou, Zafarani. arXiv. 2018. ]

VLDB 2019, Los Angeles 
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Propagation-based Approaches
• Cascade features:
• breath, depth, virality, time
• Text of original tweet; retweets; replies; 

• Cascade similarity via graph kernels
• If a cascade is very similar to previous fake news 

cascades, it is probably fake
• Hybrid features
• Semantic features such as topics and sentiments
• User roles such as opinion leader or normal user
• Approval, sentiment, and doubt scores among user 

posts

[Wu, Yang, Zhu. ICDE 2015.]
VLDB 2019, Los Angeles 
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Cascade Similarity via Graph Kernels

[Vishwanathan, Schraudolph, Kondor et al.  JMLR 2010.]

VLDB 2019, Los Angeles 
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Joint Probabilistic Modeling

• Past approaches: build classifier based on single set of 
features (user, network, content based etc)

• Current approaches: 
• Use all feature classes
• Understand their interaction and do joint probabilistic 

modeling

VLDB 2019, Los Angeles 
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Joint Probabilistic Modeling

Problem Statement: Given a set of news sources generating 
news articles, and users reviewing those articles on different 
qualitative aspects with mutual interactions, identify

• Highly credible news articles
• trustworthy news sources
• expert users who perform the role of "citizen journalists" in the 

community.

• Related to Computation problem P1

VLDB 2019, Los Angeles 
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Joint Probabilistic Modeling

• Interactions between source trustworthiness, article 
credibility, language objectivity, and user expertise.

[Mukherjee, Weikum. CIKM 2015.]
VLDB 2019, Los Angeles 
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Probabilistic Graphical Model
Communities

News Sources

News Articles

Reviews on articles

Users

Credibility Ratings

VLDB 2019, Los Angeles 

[Mukherjee, Weikum. CIKM 2015.]
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4b. DB based Detection of Fake News 



Detection of Fake News

ML based approaches

DB based 
approaches

Data Integration

Data Fusion

Crowdsourcing

Knowledge bases

Uncertain DBs

VLDB 2019, Los Angeles 53



Fact Checking

Two Step Process:
• Search for related evidence from data sources / 

knowledgebase
• Evaluate and aggregate the evidence and 

determine the correctness

• Assumption:
• No errors due to extractors
• Fact checking can be done using available data

VLDB 2019, Los Angeles 54



DB Based Fact Checking

• Data Integration
• Data Fusion
• Crowdsourcing
• Knowledge Graphs

VLDB 2019, Los Angeles 55



DB Based Fact Checking

Extractors Extractors Extractors...

Fusion

Knowledge 
Graph

VLDB 2019, Los Angeles 

[Dong, Gabrilovich, Heitz, et al. VLDB. 2014.]
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DB Based Fact Checking

Wrapper Wrapper Wrapper...

Application

VLDB 2019, Los Angeles 

Mediator

[Katsis, Papakonstantinou. EDBS. 2009]
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Data Integration General 
● DB community was one of the earliest to tackle 

discrepancy b/w data sources. 
● Schematic discrepancy è (Schematic) Data 

Integration. 
● Inconsistency in data è paraconsistent logics, 

data cleaning, etc. 

VLDB 2019, Los Angeles 58



(Schematic) Data Integration 
● Mediated Schema as a view over each data 

source: global as view (GAV). 

● Each source as a view over mediated schema: 
local as view (LAV). 

● Hybrid: GLAV. 

[Katsis, Papakonstantinou. EDBS. 2009]

VLDB 2019, Los Angeles 59



Flights Example 
● American Airlines: 

● Air Travel Center:

● Orbitz: 

Flight DA AA DD SDT ADT DG SAT AAT AG
AA1007 TPA MIA 12/01/2011 13:55 14:07 F78 15:00 14:57 D5

Flight DA AA DD DT AT
AA1007 TPA MIA 12/01/2011 14:06 14:51

Flight DA AA DD SDT ADT DG SAT AAT AG
AA1007 TPA MIA 12/01/2011 13:55 13:57 F78 15:00 14:57 D5

VLDB 2019, Los Angeles 60



Flights Example (contd.) 
● Consistent Query Answers? 

● Logic(s) of Inconsistency? 

● Metric FDs to the rescue? 

● Which source is correct? 

○ grade facts (claims) as well as sources (claimants). 

VLDB 2019, Los Angeles 61



Data Quality and Fake News
Source Person Institution

S1 Jiawei Han UIUC

S2 J Han University of Illinois at 

Urbana-Champaign

S3 Jiawei Han SFU

S4 Jiawei Han UCLA

VLDB 2019, Los Angeles 

Source Person Birthplace
S1 Barack Obama Hawaii

S2 Barack Hussein Obama Kenya

S3 Barack H. Obama Kenya

S4 Barack Obama Honolulu
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Data Quality and Fake News

• Inconsistency as a web data quality issue

• Fake news is just another pernicious manifestation

• How can we leverage prior research for fact checking?

VLDB 2019, Los Angeles 63



Truth Discovery

• Given:
• set of sources 
• Claims made by sources

• Output:
• For each claim, probability that it is true

• Related to computational problem P2
• Intuition:
• Some sources are more trustworthy
• Trustworthy sources are usually right

VLDB 2019, Los Angeles 64



Prior Approaches

• EM like Approaches

• Supervised Approaches

VLDB 2019, Los Angeles 65



EM like Approaches: ACCU

3. Estimate Claim 
Vote Count

4. Estimate Claim 
Truthiness Probability

1. Estimate Source 
Accuracy

2. Estimate Source 
Vote Count

VLDB 2019, Los Angeles 

[Dong, Berti-Equille, Srivastava. VLDB. 2009]
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Handling Correlated Sources
Correlation via Copying

• How to detect copying? 
• If two sources share a lot of false values, they are 

more likely to be dependent.

• How to determine who copied from whom? 
• If source S1 copied from S2, then accuracy of S1 on 

entire data will be different from accuracy of S1 on 
common data

VLDB 2019, Los Angeles 

[Dong, Berti-Equille, Srivastava. VLDB. 2009]
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Supervised Truth Discovery

• How can we use existing fact checkers?

• Idea: Leverage domain specific features to reduce 
labeled data
• Age of news source
• Content quality
• Number of articles, topics, visitors
• Source and topic partisanship

VLDB 2019, Los Angeles 68



SLiMFast

[Rekatsinas, Joglekar, Garcia-Molina et al. SIGMOD. 2017.]

VLDB 2019, Los Angeles 
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SLiMFast

Supervised Learning:
• lot of training data

Unsupervised Learning:
• high average accuracy of 

data sources
• high density of source 

observations

VLDB 2019, Los Angeles 

[Rekatsinas, Joglekar, Garcia-Molina et al. SIGMOD. 2017.]
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Fact Checking and Data Fusion

VLDB 2019, Los Angeles 

[Gao, Li, Zhao et al. PVLDB. 2015]

• Goal is to aggregate conflicting data sources
• Relies on estimating data source reliability
• Intuition: Reliable data sources have typically 

accurate results
• Data source quality and true labels are often 

unknown
• Correlation occurs due to copying/partisanship

71



Crowdsourcing



Crowdsourcing Workflow

Requester

Crowdsourcing Platform

Workers

VLDB 2019, Los Angeles 73



Crowdsourcing and Data Fusion

News Source1

News Source2

News Source3

News Source4

Where was Obama Born?

Kenya

USA

Worker 1

Worker 2

Worker 3

Worker 4

News Source5 Worker 5

VLDB 2019, Los Angeles 74



Crowdsourcing and Data Fusion

Data Fusion / Fact Checking Crowdsourcing
Aggregate conflicting data sources 
and claims 

Aggregate conflicting worker 
answers

Estimate data source reliability Estimate worker quality
Reliable sources typically accurate 
results

Reliable workers typically 
produce accurate responses

Source quality and true labels are 
unknown

Worker quality and true labels 
are unknown

VLDB 2019, Los Angeles 

[Gao, Li, Zhao et al. PVLDB. 2015]
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4c. Detection – Database Approaches:
Knowledge Graphs



Knowledge Graph Construction
Sources include:

• News copora

• Wikipedia entries

• Web tables

• Databases

VLDB 2019, Los Angeles 
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Knowledge Graph Representation
KG’s represent known facts as a set of SPO triples of the 
form: (Subject, Predicate, Object)

VLDB 2019, Los Angeles 

Assumption. KG stores facts that are collected from trusted sources
78



Fact Checking with KG’s
Simple fact checking can be cast as Triple Verification (P4).

Input:
Knowledge Graph G
claim triple C = (S,P,O)

Output: 
Truth Score τ(C) ∊ [0,1] Visited?

VLDB 2019, Los Angeles 

[Image: Morales et al. ICWE 2017.]79



Challenges:

1. KG’s are often incomplete

2. Claims may contain long-
range dependencies

3. Finding scalable solutions

4. Providing explanations

Fact Checking with KG’s

The truth value τ(e) 2 [0, 1] of a new statement e = (s, p, o) is derived from a transitive clo-
sure of the WKG. More specifically, the truth value is obtained via a path evaluation function:
τ(e) = maxW(Ps,o). This function maps the set of possible paths connecting s and o to a truth
value τ. A path has the form Ps,o = v1 v2 . . .vn, where vi is an entity node, (vi, vi+1) is an edge, n is
the path length measured by the number of its constituent nodes, v1 = s, and vn = o. Various
characteristics of a path can be taken as evidence in support of the truth value of e. Here we use
the generality of the entities along a path as a measure of its length, which is in turn aggregated
to define a semantic proximity:

WðPs;oÞ ¼ Wðv1 . . . vnÞ ¼ 1 þ
Xn% 1

i¼ 2

log k ðviÞ

" #% 1

ð1Þ

Fig 1. UsingWikipedia to fact-check statements. (a) To populate the knowledge graph with facts we use
structured information contained in the ‘infoboxes’ of Wikipedia articles (in the figure, the infobox of the article
about Barack Obama). (b) Using theWikipedia Knowledge Graph, computing the truth value of a subject-
predicate-object statement amounts to finding a path between subject and object entities. In the diagram we
plot the shortest path returned by our method for the statement “Barack Obama is amuslim.” Numbers in
parentheses indicate the degree of the nodes. The path traverses high-degree nodes representing generic
entities, such as Canada, and is assigned a low truth value.

doi:10.1371/journal.pone.0128193.g001

Computational Fact Checking from Knowledge Networks
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SDM’14'Tutorial' D.'Koutra'&'T.'Eliassi5Rad'&'C.'Faloutsos'

Why&are&roles&important?&

Task Use Case 
Role query Identify individuals with similar 

behavior to a known target 

Role outliers Identify individuals with unusual 
behavior 

Role dynamics Identify unusual changes in 
behavior 

Identity resolution Identify known individuals in a 
new network 

Role transfer Use knowledge of one network to 
make predictions in another 

Network 
comparison 

Determine network compatibility 
for knowledge transfer 

9'

Role Discovery 

Why&are&the&roles&important?&
Role Discovery 

! Automated discovery 

! Behavioral roles 

! Roles generalize 

Approaches: Similarity
Idea. Structural characteristics of S and O in KG is a proxy for 
similarity --> better truth score τ(C).

Frameworks. Katz centrality (1953), SimRank (2002), Local 
Path Index (2009), Path Entropy (2016)

Features. Degree, (shortest) paths, 
neighbourhood structure, etc.

VLDB 2019, Los Angeles [Jeh & Widom. KDD 2002.]

Does not leverage node/edge labels or types!

Fast, but relatively inaccurate.
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Approaches: Vector Space
Idea. Embed entities and relations in low-dimensional vector 
space and do link prediction.

Frameworks. TransE (2013), TransH (2014), TransR (2015), 
DistMult (2015), ProjE (2017), SimplE (2018)

Table 1: Different embedding models: the scoring functions fr(h, t) and the model complexity (the number of parameters). ne

and nr are the number of unique entities and relations, respectively. It is the often case that nr ⌧ ne. k is the dimension of
embedding space. s is the number of hidden nodes of a neural network or the number of slices of a tensor.

Model Score function fr(h, t) # Parameters

TransE (Bordes et al. 2013b) kh+ r� tk`1/2 , r 2 Rk
O(nek + nrk)

Unstructured (Bordes et al. 2012) kh� tk22 O(nek)

Distant (Bordes et al. 2011) kWrhh�Wrttk1, Wrh,Wrt 2 Rk⇥k
O(nek + 2nrk

2)

Bilinear (Jenatton et al. 2012) h>
Wrt,Wr 2 Rk⇥k

O(nek + nrk
2)

Single Layer u>
r f(Wrhh+Wrtt+ br)

O(nek + nr(sk + s))
ur,br 2 Rs

,Wrh,Wrt 2 Rs⇥k

NTN (Socher et al. 2013) u>
r f(h

>Wrt+Wrhh+Wrtt+ br)
O(nek + nr(sk

2 + 2sk + 2s))
ur,br 2 Rs

,Wr 2 Rk⇥k⇥s
,Wrh,Wrt 2 Rs⇥k

TransH (this paper) k(h�w>
r hwr) + dr � (t�w>

r twr)k22
O(nek + 2nrk)

wr,dr 2 Rk

h t
r

(a) TransE

h
t

dr

t?

h?

(b) TransH

Figure 1: Simple illustration of TransE and TransH.

of entities when involved in different relations. Although
TransE does not enforce h + r � t = 0 for golden triplets,
it uses a ranking loss to encourage lower error for golden
triplets and higher error for incorrect triplets (Bordes et al.
2013b), the tendency in the above propositions still exists.

Translating on Hyperplanes (TransH)

To overcome the problems of TransE in modeling
reflexive/one-to-many/many-to-one/many-to-many re-
lations, we propose a model which enables an entity to
have distributed representations when involved in different
relations. As illustrated in Figure 1, for a relation r, we
position the relation-specific translation vector dr in the
relation-specific hyperplane wr (the normal vector) rather
than in the same space of entity embeddings. Specifically,
for a triplet (h, r, t), the embedding h and t are first
projected to the hyperplane wr. The projections are denoted
as h? and t?, respectively. We expect h? and t? can be
connected by a translation vector dr on the hyperplane
with low error if (h, r, t) is a golden triplet. Thus we
define a scoring function kh? + dr � t?k22 to measure
the plausibility that the triplet is incorrect. By restricting

kwrk2 = 1, it is easy to get

h? = h�w>
r hwr, t? = t�w>

r twr.

Then the score function is

fr(h, t) = k(h�w>
r hwr) + dr � (t�w>

r twr)k22.

The score is expected to be lower for a golden triplet and
higher for an incorrect triplet. We name this model TransH.
The model parameters are, all the entities’ embeddings,
{ei}|E|

i=1, all the relations’ hyperplanes and translation vec-
tors, {(wr,dr)}|R|

r=1.
In TransH, by introducing the mechanism of projecting to

the relation-specific hyperplane, it enables different roles of
an entity in different relations/triplets.

Training

To encourage discrimination between golden triplets and in-
correct triplets, we use the following margin-based ranking
loss:

L =
X

(h,r,t)2�

X

(h0,r0,t0)2�0
(h,r,t)

[fr(h, t) + � � fr0(h
0, t0)]+,

where [x]+ , max(0, x), � is the set of positive (golden)
triplets, �0

(h,r,t) denotes the set of negative triplets con-
structed by corrupting (h, r, t), � is the margin separating
positive and negative triplets. The next subsection will in-
troduce the details of constructing �0

(h,r,t).
The following constraints are considered when we mini-

mize the loss L:

8e 2 E, kek2  1, //scale (1)

8r 2 R, |w>
r dr|/kdrk2  ✏, //orthogonal (2)

8r 2 R, kwrk2 = 1, //unit normal vector (3)

where the constraint (2) guarantees the translation vector dr
is in the hyperplane. Instead of directly optimizing the loss

VLDB 2019, Los Angeles [Bordes et al. NIPS 2013.] [Wang et al. AAAI 2014.]

Translation in relation-specific 
hyperplane
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Frameworks. TransE (2013), TransH (2014), TransR (2015), 
DistMult (2015), ProjE (2017), SimplE (2018)

Approaches: Vector Space

Entity Space Relation Space of r

Figure 1: Simple illustration of TransR.

only a single relation vector to perform all translations from
head to tail entities. For example, the head-tail entities of
the relation “location location contains” have many patterns
such as country-city, country-university, continent-country
and so on. Following the idea of piecewise linear regression
(Ritzema and others 1994), we extend TransR by clustering
diverse head-tail entity pairs into groups and learning dis-
tinct relation vectors for each group, named as cluster-based
TransR (CTransR).

We evaluate our models with the tasks of link prediction,
triple classification and relation fact extraction on bench-
mark datasets of WordNet and Freebase. Experiment results
show significant and consistent improvements compared to
state-of-the-art models.

Related Models
TransE and TransH
As mentioned in Section “Introduction”, TransE (Bordes et
al. 2013) wants h+r ⇡ t when (h, r, t) holds. This indicates
that (t) should be the nearest neighbor of (h + r). Hence,
TransE assumes the score function

fr(h, t) = kh+ r� tk22 (1)

is low if (h, r, t) holds, and high otherwise.
TransE applies well to 1-to-1 relations but has issues for

N-to-1, 1-to-N and N-to-N relations. Take a 1-to-N relation r
for example. 8i 2 {0, . . . ,m}, (hi, r, t) 2 S. This indicates
that h0 = . . . = hm, which does not comport with the facts.

To address the issue of TransE when modeling N-to-1,
1-to-N and N-to-N relations, TransH (Wang et al. 2014) is
proposed to enable an entity to have distinct distributed rep-
resentations when involved in different relations. For a rela-
tion r, TransH models the relation as a vector r on a hyper-
plane with wr as the normal vector. For a triple (h, r, t), the
entity embeddings h and t are first projected to the hyper-
plane of wr, denoted as h? and t?. Then the score function
is defined as

fr(h, t) = kh? + r� t?k22. (2)

If we restrict kwrk2 = 1, we will have h? = h �w>
r hwr

and t? = t�w>
r twr. By projecting entity embeddings into

relation hyperplanes, it allows entities playing different roles
in different relations.

Other Models
Besides TransE and TransH, there are also many other meth-
ods following the approaches of knowledge graph embed-
ding. Here we introduce several typical models, which will
also be compared as baselines with our models in experi-
ments.

Unstructured Model (UM). UM model (Bordes et al.
2012; 2014) was proposed as a naive version of TransE by
assigning all r = 0, leading to score function fr(h, t) =
kh � tk22. This model cannot consider differences of rela-
tions.

Structured Embedding (SE). SE model (Bordes et al.
2011) designs two relation-specific matrices for head and
tail entities, i.e., Mr,1 and Mr,2, and defines the score func-
tion as an L1 distance between two projected vectors, i.e.,
fr(h, t) = kMr,1h � Mr,2tk1. Since the model has two
separate matrices for optimization, it cannot capture precise
relations between entities and relations.

Single Layer Model (SLM). SLM model was proposed
as a naive baseline of NTN (Socher et al. 2013). The score
function of SLM model is defined as

fr(h, t) = u>
r g(Mr,1h+Mr,2t), (3)

where Mr,1 and Mr,2 are weight matrices, and g() is the
tanh operation. SLM is a special case of NTN when the
tensor in NTN is set to 0.

Semantic Matching Energy (SME). SME model (Bor-
des et al. 2012; 2014) aims to capture correlations be-
tween entities and relations via multiple matrix products and
Hadamard product. SME model simply represents each re-
lation using a single vector, which interacts with entity vec-
tors via linear matrix products, with all relations share the
same parameters. SME considers two definitions of seman-
tic matching energy functions for optimization, including
the linear form

fr(h, t) = (M1h+M2r+b1)
>(M3t+M4r+b2), (4)

and the bilinear form

fr(h, t) =
�
(M1h)⌦(M2r)+b1

�>�
(M3t)⌦(M4r)+b2

�
,

(5)
where M1, M2, M3 and M4 are weight matrices, ⌦ is the
Hadamard product, b1 and b2 are bias vectors. In (Bordes et
al. 2014), the bilinear form of SME is re-defined with 3-way
tensors instead of matrices.

Latent Factor Model (LFM). LFM model (Jenatton et
al. 2012; Sutskever, Tenenbaum, and Salakhutdinov 2009)
considers second-order correlations between entity embed-
dings using a quadratic form, and defines a bilinear score
function fr(h, t) = h>Mrt.

Neural Tensor Network (NTN). NTN model (Socher et
al. 2013) defines an expressive score function for graph em-
bedding as follows,

fr(h, t) = u>
r g(h

>Mrt+Mr,1h+Mr,2t+ br), (6)

where ur is a relation-specific linear layer, g() is the
tanh operation, Mr 2 Rd⇥d⇥k is a 3-way tensor, and
Mr,1,Mr,2 2 Rk⇥d are weight matrices. Meanwhile, the

VLDB 2019, Los Angeles [Lin et al. AAAI 2015.]

Leverage separate entity and relation spaces
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Approaches: Vector Space
Vector space approaches are achieving higher accuracy as the 
models become more sophisticated, but…

Limitations:
• most lack interpretable evidence
• suffers from inverse relation bias

VLDB 2019, Los Angeles 

Table 1: Link Prediction Results

FB15k FB15k-237
Raw Filtered Raw Filtered

Model MR# Hits@10" MRR" FMR# FHits@10" FMRR" MR# Hits@10" MRR" FMR# FHits@10" FMRR"
TransE [3] 243.0

201.0
34.9
43.4

—
18.44

125.0
70.2

47.1
61.8

-
30.7

-
440.2

-
29.8

-
11.9

-
250.8

-
42.5

-
18.0

TransH [16] 211.0
213.8

42.5
47.3

-
28.3

84.0
69.3

58.5
70.1

-
16.3

-
511.8

-
29.0

-
10.5

-
309.8

-
42.9

-
16.3

TransR [9] 226.0
236.4

43.8
47.2

-
16.2

78.0
82.7

65.5
71.9

-
29.7

-
544.9

-
27.9

-
9.9

-
337.0

-
42.9

-
16.2

TransD [7] 211.0
209.8

49.4
47.4

-
16.3

67.0
65.4

74.2
70.4

-
28.3

-
506.9

-
29.4

-
10.4

-
305.2

-
42.8

-
16.2

RESCAL [12] 828.0
374.7

28.4
31.1

-
15.2

683.0
220.4

44.1
47.2

-
28.3

-
850.6

-
19.8

-
10.0

-
640.8

-
31.6

-
18.0

DistMult [17]

-
315.0
269.6
279.0
-

-
45.3
50.6
50.0
-

-
20.4
24.6
25.5
-

-
161.6
112.3
120.4
89.9

57.7
70.9
83.3
84.2
81.3

35
41.8
65.4
70.5
64.8

-
993.7
708.8
708.4
-

-
12.4
18.0
22.1
-

-
5.5
7.9
11.7
-

-
783.1
494.0
495.4
391.7

-
25.3
35.2
37.6
46.1

-
13.2
17.5
21.5
29.6

ComplEx [15]

-
347.6
266.2
292.7
-

-
44.3
48.5
49.2
-

24.2
20.4
23.0
24.9
-

-
189.5
106.0
132.9
97.5

84.0
73.0
82.6
82.5
79.2

69.2
51.3
67.5
72.4
62.3

-
1169.2
630.7
708.5
-

-
8.2
18.7
21.1
-

-
3.9
8.1
11.3
-

-
955.1
415.7
495.1
456.5

-
20.7
36.9
36.7
45.7

-
10.9
18.4
20.9
28.6

ANALOGY [10] -
279.4

-
50.5

25.3
26.0

-
120.9

85.4
84.3

72.5
72.2

-
715.9

-
21.9

-
11.5

-
502.7

-
37.4

-
21.3

ConvE [5] -
190.8

-
52.5

-
27.2

64.0
51.2

87.3
85.1

74.5
68.9

-
489.3

-
28.4

-
15.4

246.0
277.0

49.1
48.5

31.6
31.0

NLFeat [14] - - - - 87.0 82.2 - - - - 34.7 22.6
NeuralLp [18] - - - - 83.7 76.0 - - - - 36.2 24.0
• Published results • OpenKE : https://github.com/thunlp/OpenKE • ComplEx : https://github.com/ttrouill/complex
• ANALOGY : https://github.com/quark0/ANALOGY • ConvE : https://github.com/TimDettmers/ConvE

the original publications. We attribute these di�erences to di�er-
ent dimensionalities of vectors representing entities and di�erent
optimization methods that were employed in the implementations.

4 CONCLUSIONS
In this paper, we showed that the impact of removing inverse triples
is signi�cant on performance of embedding models. This indicates
the necessity of more improvements and research on KG completion
methods that use embedding models. It also becomes apparent
that a more challenging, realistic dataset is required for evaluating
embedding models. FB15k-237 is a valuable dataset toward that
goal but its size is much smaller than that of a real KG.
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Approaches: Rule Mining
Idea. Interpret graph patterns or paths as “rules” with matches 

in KG providing evidence for C.

Supervised: PRA (2010), PredPath (2016), Gfact (2018)

Unsupervised: KL (2015), KL-REL (2017), KS (2017)
3

Chicago, IL

Springfield, IL

IllinoislargestCity
capitalOf

Illinois Emergency
Management Agency

Illinois Department
of Transportation

headquarter

jurisdiction

headquarter

jurisdiction

New York, NY

Albany, NY

New YorklargestCity
capitalOf

New York State
Department of Health

New York State
Department of Motor Vehicles

headquarter

jurisdiction

headquarter

jurisdiction

Indianapolis, IN IndianacapitalOf

largestCity

Indiana Department
of Transportation

headquarter jurisdiction

City State

Target Rule AMIE et al Discriminative Path

FIG. 1. Knowledge graph of US cities and states from DBpedia. {city} largestCity−1

−−−−−−−→{state} and

{city} headquarter−1

−−−−−−−−→{entity} jurisdiction
−−−−−→{state} are the discriminative paths of {city} capitalOf

−−−−→{state}mined by AMIE [19]
and the proposed method respectively.

The specific contributions of this paper are as follows:

1. We developed a fast discriminative path mining algorithm that can discover “definitions” of an RDF-
style triple, i.e., a statement of fact. The algorithm is able to handle large scale knowledge graphs with
millions of nodes and edges.

2. We designed a human interpretable fact checking framework that utilizes discriminative paths to predict
the truthfulness of a statement.

3. We modeled fact checking as a link prediction problem and validated our approach on two real world,
large scale knowledge graphs, DBpedia [21] and SemMedDB [28]. The experiments showed that the
proposed framework outperforms alternative approaches and has a similar execution time.

In this paper, we incorporate lessons learned from association rule mining and from heterogeneous infor-
mation network analysis in order to understand the meanings of various relationships, and we use this new
framework for fact-checking in knowledge graphs. To describe our approach we first formalize the problem
in Sec. II and define our solution in Sec. III. Section IV presents extensive experiments on two large, real
world knowledge graphs. We present related work in Sec. V before drawing conclusions and discussing
future work in Sec. VI.

II. PROBLEM DEFINITION

We view a knowledge graph to be a special case of a heterogeneous information network (HIN) where
nodes represent entities and edges represent relationships between entities, and where heterogeneity stems
from the fact that nodes and edges have clearly identified type-definitions. The type of an entity is labeled
by some ontology, and the type of an edge is labeled by the predicate label. With the above assumptions, we
formally define a knowledge graph as follows:

Definition 1 (Knowledge Graph) A knowledge graph is a directed multigraph G = (V , E ,R,O,ψ,φ),
where V is the set of entities, E is a set of labeled directed edges between 2 entities,R represents the predicate
label set, and O is the ontology of the entities in G. The ontology mapping function ψ(v) = o, where v ∈ V
and o ⊂ O, links an entity vertex to its label set in the ontology. The predicate mapping function φ(e) = p,
where e ∈ E and p ∈ R, maps an edge to its predicate type.

VLDB 2019, Los Angeles 
[Shi et al. Knowledge-Based Systems 2016.]

Mines patterns that uniquely define “capitolOf” relation
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Approaches: Rule MiningFinding Streams in Knowledge Graphs
to Support Fact Checking

Prashant Shiralkar⇤, Alessandro Flammini⇤†, Filippo Menczer⇤†, Giovanni Luca Ciampaglia†
⇤Center for Complex Networks and Systems Research, School of Informatics and Computing

†Network Science Institute
Indiana University, Bloomington (USA)

Abstract—The volume and velocity of information that gets

generated online limits current journalistic practices to fact-

check claims at the same rate. Computational approaches for fact

checking may be the key to help mitigate the risks of massive

misinformation spread. Such approaches can be designed to not

only be scalable and effective at assessing veracity of dubious

claims, but also to boost a human fact checker’s productivity

by surfacing relevant facts and patterns to aid their analysis. To

this end, we present a novel, unsupervised network-flow based

approach to determine the truthfulness of a statement of fact

expressed in the form of a (subject, predicate, object)

triple. We view a knowledge graph of background information

about real-world entities as a flow network, and knowledge as

a fluid, abstract commodity. We show that computational fact

checking of such a triple then amounts to finding a “knowledge

stream” that emanates from the subject node and flows toward

the object node through paths connecting them. Evaluation on

a range of real-world and hand-crafted datasets of facts related to

entertainment, business, sports, geography and more reveals that

this network-flow model can be very effective in discerning true

statements from false ones, outperforming existing algorithms on

many test cases. Moreover, the model is expressive in its ability to

automatically discover several useful path patterns and surface

relevant facts that may help a human fact checker corroborate

or refute a claim.

Index Terms—Knowledge Stream, Fact Checking, Knowledge

Graph Completion, Unsupervised Learning, Relational Inference,

Network Flow, Minimum Cost Maximum Flow, Successive Short-

est Path

I. INTRODUCTION

Misinformation, unverified rumors, hoaxes, and lies have
become rampant on the Internet nowadays, primarily due to
the ability to quickly disseminate information at a large scale
through the Web and social media. This phenomenon has led to
many ill effects and, according to experts, poses a severe threat
to society at large [1]. To address these problems, numerous
approaches have been designed to study and mitigate the
effects of misinformation spread (see Zubiaga et al. [2]). Most
strategies rely on contextual indicators of rumors (e.g., number
of inquiring tweets, reporting dynamics during breaking news,
temporal patterns, or source credibility) for their detection and
veracity assessment. To go beyond contextual approaches one
would need to assess the truthfulness of claims by reasoning
about their content and related facts. Moreover, a fact-checking
system would ideally need to operate in near real time, to
match the rate at which false or misleading claims are made.
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Fig. 1. The best paths identified by Knowledge Stream for the triple
(David and Goliath (book), author, Malcolm Gladwell).
The width of an edge is roughly proportional to the flow of knowledge
through it.

With advances in information extraction and in the adoption
of semantic web standards, large quantities of structured
knowledge have recently become available in the form of
knowledge graphs (KGs). Nodes in a KG represent entities,
and edges correspond to facts about them, as specified by
semantic predicates, or relations. A wide class of empirical
facts can be thus represented by a triple (s, p, o), where the
subject entity s is related to the object entity o by the predicate
relation p. For example, (Joe, spouse, Jane) indicates
that Jane is the spouse of Joe. DBpedia [3], YAGO2 [4] and
Wikidata [5] are examples of publicly available KGs. These
KGs contain vast amounts of high-quality knowledge about
real-world entities, events, and their relations, and thus could
be at least in principle harnessed by fact-checking agents.

Insofar as claims as simple as a triple are of concern,
how can we automatically assess their truthfulness, given a
large amount of prior knowledge structured as a KG? A few
recent attempts have shown that this is possible via traversal
of the graph. Traversal can take many forms, for example
random walks (PRA [6]), path enumeration (PredPath [7]),
or shortest paths (Knowledge Linker [8]). Other approaches
have been proposed too, such as those designed for learning
from multi-relational data (e.g., RESCAL [9], TransE [10] and
their extensions), or those performing link prediction in social
and collaboration networks [11].
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(David & Goliath, author?, 

Malcom Gladwell)

collection of paths with “similar” 

predicates  provide strong 

evidence for author relationship
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Approaches: Rule Mining
Claim. Rule Mining approaches are accurate & interpretable.

VLDB 2019, Los Angeles 

TABLE IV
RELATIONAL PATTERNS DISCOVERED BY KNOWLEDGE STREAM.

Relation Pattern Freq. Example

Sp
ou

se

(child, childOf) 34 J. F. Kennedy child
GGGGGGGGA Patrick Kennedy childOf

GGGGGGGGGGGA Jacqueline Kennedy Onassis

(parentOf, parent) 20 J. F. Kennedy parentOf
GGGGGGGGGGGGA Patrick Kennedy parent

GGGGGGGGGA Jacqueline Kennedy Onassis

(child, parent) 19 J. F. Kennedy child
GGGGGGGGA Patrick Kennedy parent

GGGGGGGGGA Jacqueline Kennedy Onassis

(predecessor, spouse, predecessorOf) 6 R. Reagan predecessor
GGGGGGGGGGGGGGGA P. Brown spouse

GGGGGGGGGGA B. Brown predecessorOf
GGGGGGGGGGGGGGGGGA N. Reagan

C
EO

(parentCompanyOf, keyPerson) 32 News Corporation parentCompanyOf
GGGGGGGGGGGGGGGGGGGGGA Sky TV plc keyPerson

GGGGGGGGGGGGGA Rupert Murdoch

(employerOf) 24 Twitter employerOf
GGGGGGGGGGGGGGGA Dick Costolo

(foundedBy) 24 Foxconn foundedBy
GGGGGGGGGGGGGGA Terry Gou

(subsidiary, keyPerson) 20 Samsung subsidiary
GGGGGGGGGGGGGA Samsung Electronics keyPerson

GGGGGGGGGGGGGA Lee Kun-hee

U
S-

C
ap

ita
l (deathPlaceOf, deathPlace) 491 Delaware deathPlaceOf

GGGGGGGGGGGGGGGGA Nathaniel B. Smithers deathPlace
GGGGGGGGGGGGGGA Dover, Delaware

(part, isPartOf) 123 Delaware part
GGGGGGGA Delaware Valley isPartOf

GGGGGGGGGGGA Dover, Delaware

(headquarterOf, location) 112 Kansas headquarterOf
GGGGGGGGGGGGGGGGGA State Library of Kansas location

GGGGGGGGGGGA Topeka, Kansas

(jurisdictionOf, location) 104 Kansas jurisdictionOf
GGGGGGGGGGGGGGGGGA Kansas Department of Revenue location

GGGGGGGGGGGA Topeka, Kansas

of most relevant facts (as indicated by the paths) for the
triple (Berkshire Hathaway, keyPerson, Warren

Buffett), with the width of edges roughly proportional to
their net flow W (Ps,p,o). See Fig. 1 for another example.
Notice the diversity in the set of facts that support these triples.
Also note how Knowledge Stream is able to “bubble up”
the most intuitively relevant facts by channeling a large flow
through their corresponding paths (indicated by their wider
edges). Other approaches rely on the availability of path pat-
terns that are either curated by knowledge engineers or mined
using a large number of labeled examples. KS automatically
surfaces relevant ground facts in an unsupervised way. We
believe that it is the first computational fact-checking approach
featuring such an expressive power.

IV. RELATED WORK

Fact checking is an important activity to prevent dubious
claims and unverified rumors from spreading. Preliminary
computational approaches have employed metadata and other
contextual indicators around entities of interest, e.g., charac-
teristic features in user account metadata, unexpected shifts
in temporal signals, credibility, and so on. For example,
Truthy [17], Rumorlens [18], TweetCred [19], and Claim-
Buster [20] are systems whose aim is to study the spread of
misinformation and rumors, and identify interesting claims to
check. The Hoaxy system [21] tracks claims and fact checks to
study their interplay. By design, these systems do not attempt
to understand the actual contents of claims, which limits their
applicability.

Other approaches focus on checking the content of a claim
based on prior knowledge, typically found in a knowledge base
or knowledge graph. We can distinguish two broad classes of

methods based on how easy it is to interpret their results.
On the one hand, we have approaches inspired by logical
reasoning (e.g., ILP [22] and AMIE [23]), which mine first-
order Horn clauses and are thus easy to interpret. On the
other, there are statistical learning models (e.g., RESCAL [24],
TransE [10], TransH [25], TransR [26], and ProjE [27]) that
create vector embeddings for entities and relations, which
can be used to assign similarity scores. Statistical approaches
can be particularly hard to interpret, but they are great at
handling uncertainties and capturing global regularities in
the KG. Unfortunately, scalability is an issue for both types
of approaches, as many of the algorithms mentioned above
struggle to perform in the face of large-scale KGs, due to
either large search spaces or high model complexity. Nickel
et al. [24] review a number of these models.

Only a few approaches fall somewhere in the middle of
this interpretability spectrum. Ciampaglia et al. [8] propose
an approach that relies on a single short, specific path to
differentiate a true fact from a false one. Although intuitive,
their algorithm fails to account for the semantics of the target
predicate.

PRA [6] and PredPath [7] mine the KG in search of paths
connecting the subject to the object of a triple, and use the
predicate labels found along these paths to identify features
for a supervised learning framework. Labeled examples of true
and false triples are therefore needed at the stage of feature
selection and during model training. Both approaches spend
significant computational resources on feature generation and
selection. And even though they rely on massive amounts of
features, most provide only a very weak signal. Nevertheless,
they have been shown to be very effective on fact-checking

Top patterns discovered by PredPath (top) & KnowledgeStream (bottom) 

13

TABLE V. Top discriminative paths found by proposed method that are missing in AMIE. Predicate path anchors are for
illustrative purposes and do not represent the full entity label set.

Task Top Discriminative Path Missed by AMIE

CapitalOf #1 {city} ⟨headquarter−1
, jurisdiction⟩

⟨location−1
, jurisdiction⟩

{state}

CapitalOf #2 {city} ⟨location−1
, location⟩

⟨isPartOf⟩
{state}

Company CEO {person} ⟨employer⟩ {company}
US Civil War {person} ⟨notable commander−1

, takePartIn⟩ {battle}

NYT Bestseller {person} ⟨notable work, previous work⟩
⟨notable work, subsequent work⟩

{book}

US President {vice president} ⟨successor, president−1⟩ {president}

Disease {aapp} ⟨associatedWith, isA⟩
⟨stimulates, affects⟩

{dsyn}

Cell {gngm} ⟨comparedWith, negativeAssociatedWith⟩ {celf}

that the set of discriminative predicate paths represent a sort of “definition” of the given predicate that is used
as a model for fact checking. The top 5 most discriminative predicate paths for the CapitalOf #1 task were
originally shown in Table I, and the top 2 most discriminative predicate paths are shown in Table V.
The Adamic/Adar, Preferential Attachment, and Katz models performed very poorly in this example be-

cause the features that these purely topographical models rely on most strongly connects the largest city with
the state. Unfortunately, only 17 US capital-cities are also the largest city in their state resulting in very poor
performance for the topographical models.
Tasks in which the negatively-labeled data is randomly generated, as in CapitalOf #2 for example, are

easier for topological models because, in many cases, the true-labeled statement is the one that is the best
connected (especially when compared to random statements). Interestingly, SimRank performs slightly better
than our model on the Company CEO and NYT Bestseller tasks. This is most probably because of the high
connectivity between the path anchors, and because of the lack of meta path variation, e.g., book authors and
company CEOs have relatively few alternate paths that are suitable defining the given statement.
Despite being a deep learning, word2vec-like knowledge base completion system, TransE does not perform

well in these tasks. This may due to the large knowledge graph we used in this work, but may also be because
TransE is not designed to accept duplicated edges, which seems to help identify factual relations especially
in the SemMedDB dataset.
Recall that these results use a true/false label ratio of 20/80 to simulate real-world fact checking scenarios

where the proportion of false statements are significantly larger than true statements. This is not to say
that there are more false statements in real-life, just that there are many more possible false statements than
there are true statements. With this in mind, we further test the robustness of our model under various
true/false label proportions. Figure 4 illustrates the results of these tests where the discriminative predicate
path performance (solid blue circle) is found to be relatively invariant to the percentage of labeled data as it
changes from 10% positively-labeled to 90% positively labeled.
Apart from the accuracy and robustness tests above, we also analyze the amount of time that each algorithm

uses while calculating the score for a single statement of fact, i.e., the time it takes to calculate X′. The
8 tasks have similar computational complexity, so we combine the execution times and present the mean
average in Table IV. We find that our method (labeled PredPath), although slower than shared neighbor
methods and untyped path based model such as Adamic/Adar, Preferential Attachment, SimRank and Katz,
has an execution time comparable to heterogeneous path-based method Semantic Proximity, and is faster than
stochastic models like TransE, Path Constrained RandomWalk (PCRW), personalized PageRank (PPR), and
the fast, approximate version of SimRank.

F. Statement Interpretation

So far we have seen that the predicate path model presented in this work is able to accurately and quicly
check the validity of statements of fact. Perhaps the most important contribution of this work, is not just
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Beyond Link Prediction

Toward Understanding Implicit Object Topology 3

u=a 

b 

v=c 

X 

X’ 
e2 

e3 
e1 

Fig. 1. An example graph, with
m = 3, n = 3; e2 incident to u and
v; and the partition (X, X 0)

Fig. 2. A subgraph matching; the object
graph is matched to the scene graph [SS05].

w(ei), the graph gets a weighted graph G = (V, E, w). A partition (X, X
0) is

defined as the proper disjoint subsets of V . The complement of X µ V is denoted
X

0 = V �X. The open neighborhood of X is defined as �(X) = {v 2 X
0|(u, v) 2

E for some u 2 X}; an induced subgraph hXi is the graph H = X, F where
F = {(u, v) 2 E|u, v 2 X}. An alternating sequence of distinct adjacent vertices
and their incident edges is called a path; when a u . . . v path exists, the graph
G is connected; otherwise G splits in a number of subgraphs; G/{u} means the
vertex u deleted from G.

Fuzzy Graphs Conjectured from [BBP02], taxonomy of fuzzy graphs can be
classified in five primary types: (i) fuzzy set of crisp graphs; (ii) crisp vertex set
and fuzzy edge set; (iii) crisp vertices and edges with fuzzy connectivity; (iv)
fuzzy vertex set and crisp edge set; and (v) crisp graph with fuzzy weights.

Thus to change the Graph in Fig.1 to a fuzzy graph, we add membership
functions as weights Æ, Ø, . . . ; µ, and define V = {a, Æ, b, Ø, c, ∞} , n = |V | = 3 for
fuzzy vertices; and E = {e1, µ1, e2, µ2, e3, µ3} , m = |E| = 3 for fuzzy edges. The
membership functions are chosen in accordance to the specific task at hand.

Relational Graph Matching Relational matching algorithms [CFSV04] of-
fer the advantage of drawing on structural constraints in the matching process
without the need for calibration. Processing of natural images with intrinsic
variabilities of patterns, noise, and occlusions often yields incomplete graph rep-
resentations to which the matching has to be tolerant. Matching on graphs gener-
ally leads to NP-hard problems, however, the compactness of information finally
provides advantages over other representations.

In this paper we follow the combinatorial subgraph matching by the semidefi-
nite program (SDP) convex relaxation approach of Schellewald and Schnörr [SS05].
In their approach, see Fig. 2, model graphs GK (shown at the left) repre-
senting object views are matched to scene graphs GL (shown at the right)
by bipartite matching. They assume K ∑ L with K = |VK |, L = |VL| ver-
tices and a distance function wi,j , which measures the similarity of the vertex
pairs i 2 VK and j 2 VL. Thus an optimal matching in the bipartite graph

E.g. claims involving many entities and multiple links connecting 
them with (possibly) unique predicates. (P5)

Matching against a query graph Q

--> Subgraph Matching

VLDB 2019, Los Angeles 

How can we handle more complex claims?

88



Beyond Link Prediction
Frameworks. mtree (2013), SLQ (2014), Topk-EN (2015), 
STAR (2016)

Overcome with TA-style approaches for answering top-k queries.

Pros. Complex queries and approximate node matching
Cons. - Connectivity constraints do not consider edge predicate.

- Bounded path lengths.
- Restricted Q structure

Fast Top-K Search in Knowledge Graphs

Shengqi Yang∗, Fangqiu Han∗, Yinghui Wu†, Xifeng Yan∗
∗University of California Santa Barbara †Washington State University

Email: ∗{sqyang, fhan, xyan}@cs.ucsb.edu, †yinghui@eecs.wsu.edu

Abstract—Given a graph query ! posed on a knowledge graph
", top-k graph querying is to find # matches in " with the highest
ranking score according to a ranking function. Fast top-k search
in knowledge graphs is challenging as both graph traversal and
similarity search are expensive. Conventional top-k graph search
is typically based on threshold algorithm (TA), which can no long
fit the demand in the new setting.

This work proposes STAR, a top-k knowledge graph search
framework. It has two components: (a) a fast top-k algorithm
for star queries, and (b) an assembling algorithm for general
graph queries. The assembling algorithm uses star query as
a building block and iteratively sweeps the star match lists
with a dynamically adjusted bound. For top-k star graph query
where an edge can be matched to a path with bounded length
$, we develop a message passing algorithm, achieving time
complexity %($2∣&∣ + '!) and space complexity linear to $∣( ∣
(assuming the size of ! and # is bounded by a constant), where
' is the maximum node degree in ". STAR can further be
leveraged to answer general graph queries by decomposing a
query to multiple star queries and joining their results later.
Learning-based techniques to optimize query decomposition are
also developed. We experimentally verify that STAR is 5-10 times
faster than the state-of-the-art TA-style graph search algorithm,
and 10-100 times faster than a belief propagation approach.

I. INTRODUCTION

Querying knowledge graphs is a challenging task. Due to
their complex schemas and varying information descriptions,
it is hard for users to formulate structured queries in SQL and
SPARQL. Instead, user-friendly query forms such as keyword
query, natural language query, exemplary query, and graph
query are more preferred. These query forms are related to
each other. For example, one can parse a natural language
question to a dependency graph, which can later be converted
to a graph query [1]. In this work, we target graph query and
use it as a vehicle to connect to other query forms.

The query task is as follows [1]–[3]: Given a knowledge
graph !, a scoring function " , and a graph query #, top-k
subgraph search over ! returns $ answers with the highest
matching scores.

A common practice in top-k graph search [4]–[10] fol-
lows conventional top-k aggregation methods over relational
databases, e.g., threshold algorithm [11], to find top matches by
traversing sorted node/edge lists and checking if there are good
matches. Nevertheless, knowledge graph search often requires
approximate matches in terms of content and structure. This
new requirement, together with the sheer size of knowledge
graphs, introduces new challenges and opportunities.

(1) For each query, the matching scores of potential answers
are computed online. While it is possible to index keywords
in nodes and edges, it is too expensive to build indices for
complicated aggregation function like the one used in [2]
(see Eq. 2 in Section II). Using TA algorithms on sorted

node/edge lists is not going to quickly prune the search space
as nodes/edges with top scores might not be connected like a
subgraph similar to the query.

(2) Queries typically have inexact matches: A query edge could
have valid matches with paths of bounded length. Finding
such inexact matches is costly over big graphs. While indices
can be constructed to speedup searching, it often comes with
expensive preprocessing, e.g., %(∣& ∣3) for computing transitive
closure [4], [5]. This is no longer practical for big graphs.

(3) Query graphs are usually not big. As observed in [12], most
real-world SPARQL queries in RDF stores such as DBpedia
are star-like. It is more urgent to build a fast query engine for
simple structures first.

Brad

director award

query Q
a top 1 match

"The Departed" AcademyRichard
(director) (movie)

graph G0.9 0.8

Brad Pitt

(actor)
Brad Turner

(director)

...0.9

Award

Fig. 1: Top-k subgraph querying

Example 1: Consider graph query # on a movie knowledge
graph, shown in Figure 1. It searches for movie makers who
worked with “Brad” and have won awards.

It is nontrivial to find the top answers. Each query node
and edge may correspond to an excessive number of possible
matches. For example, a node Brad may have matches with
any person whose first or last name is Brad. An edge
(movie maker,award) may match a path through an in-
termediate node movie. It is not efficient to enumerate all the
possible matches and then ranking them. □

To the best of our knowledge, we are among the first to
recognize the need of performing top-k search using sophisti-
cated ranking functions in large knowledge graphs. This paper
proposes STAR, a top-k graph query engine that copes with
the new challenges. In a nutshell, it develops search algorithms
for star-shaped queries and makes use of them to solve general
graph queries. We summarize our contribution as follows.

(1) Given a star-shaped query #∗ and data graph !, STAR
finds top-1 matches for the center query node (called pivot
node) of #∗ in ! and expands new matches from there. For
each node matching the pivot node, it is able to generate the
best matches of #∗ in decreasing order of matching score. We

VLDB 2019, Los Angeles [Yang et al. ICDE 2016.]

Exhaustive SM is slow!
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Beyond Link Prediction
Vector space approaches for conjunctive logical queries.

Idea. Embed nodes in low-dimensional space and represent logical 
operators as learned geometric operations in embedding space.

VLDB 2019, Los Angeles [Hamilton et al. NIPS 2018.]

Valid queries form a DAG w/ anchors as sources and targets as the unique sink
90



Idea. Embed nodes in low-dimensional space and represent logical 
operators as learned geometric operations in embedding space.

Projection: translates in direction determined by edge type.
Intersection: set intersection in embedding space on node embeddings of the 
same type.

Beyond Link Prediction

VLDB 2019, Los Angeles 
91



5. Mitigation & Intervention



Mitigation & Intervention:
Influence Maximization Models



Influence Maximization
Model a social network as a graph G
• Edges = relationships
• Nodes = users

Edge weights are estimates 
for the probability of influence

IM Problem. Achieve widespread adoption of a product by 
initially “seeding” a few users.

Idea. Influential users trigger a cascade of influence

VLDB 2019, Los Angeles [Kempe et al. KDD 2003.]
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Mitigation via Truth Campaigns
Idea. Combat fake news with a truth campaign (P6).

Goal. Disseminate the truth such that the number of users 
who end up adopting the fake news is minimized. (NP-hard)

VLDB 2019, Los Angeles 

adoption is exclusive!

blue = truth
yellow = fake

[Image: http://cnets.indiana.edu/blog/2016/12/21/hoaxy/]95



Independent Cascade Model

Figure 1: Independent Cascade Model

its inactive neighbor nodes at time t+ 1. The attempt is successful with probability pvu. The process runs until
the time step where no more nodes get activated.

Figure 1 illustrates the diffusion process in ICM. B is selected as the seed node and activated at t = 0. It then
attempts to activate its neighbors. A, C, and E have activation probabilities of pBA, pBC , and pBE respectively.
At t = 1, only A is activated by B; and B cannot activate any of its neighbors anymore. A then proceeds to
activate D in a similar fashion. After D attempts to activate its neighbors and activate G, the diffusion terminates
since there does not remain any active node which can attempt to activate neighbors.

Diffusion reach probability between two nodes can be defined as the probability of the cascade originating
from a node reaching to the other node, by traversing the nodes between them if there are any. An infinite number
of cascades would enable calculation of diffusion reach probabilities, however there exists only a finite number of
cascades, and in general only a limited portion of them are accessible. Predicting such probabilities is, therefore,
a nontrivial problem.

Machine learning might be utilized in such prediction tasks. However, most machine learning algorithms
require input data to be in a tabular form in which rows represent cases and columns represent feature space.
The choice of the feature set has a significant effect on the performance of a machine learning model. Hence, a
considerable amount of effort is actually spent on engineering better features. Representation learning is a way of
automatically discovering important features which replaces the time consuming manual feature engineering.
Representation learning in social networks is concerned about finding learning methods which can embed nodes
to a latent space in a way that the resulting embeddings contain maximum information within a reasonable
dimensionality. These learned latent features then can be used in machine learning tasks.

2 Related Work

Apart from the earlier matrix factorization methods, seminal algorithm of Perozzi, Al-Rfou, & Skiena (2014)
named DeepWalk paved the way for most of the future studies. DeepWalk is a random walk-based method, to
learn latent representations of vertices in a network by optimizing the probability of nodes occurring in the same
random walk using gradient descent. Tang et al. (2015) proposed Large-scale Information Network Embedding
(LINE) which considers first-order proximity (i.e., sharing a tie) in addition to second-order proximity (i.e.,
sharing the neighborhood). This way, LINE improved DeepWalk which only considers second-order proximity.
Improving this line of work even further, Grover & Leskovec (2016) proposed node2vec which generates biased
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Improving this line of work even further, Grover & Leskovec (2016) proposed node2vec which generates biased

2

1. Activate seed set

2. in each round, newly active 
nodes have single chance to 
activate inactive neighbours

3. Use influence probabilities on 
edges to resolve activations

4. Active nodes do not de-activate

Diffusion of information under IC occurs in a series of rounds:

seed = B

VLDB 2019, Los Angeles [Kempe et al. KDD 2003.]

[Image: Gursoy & Durahim. arXiv. 2018.]
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Figure 3: An illustrative example of non-submodularity.

Example 3. Consider the network shown in Fig. 3, where there exists one positive cascade P1 and
one misinformation cascade M1. Now we deploy a new positive cascade P⇤ and assume the candidate
seed set V ⇤ is equal to V . Suppose that the probability on each edge is equal to 1, ⌧(P1) = {v1}
and ⌧(M1) = {v7}, and the cascade priority at v3 and v5 is given as shown in the figure. We can
observe that f({;}) = 5, f({v2}) = f({v4}) = f({v2, v4}) = 4. Therefore, f({v2}) < f(;),
and f({v2}) + f({v4}) < f({v2} \ {v4}) + f({v2} [ {v4}). This illustrates that inappropriately
selecting positive seed nodes may lead to a wider spread of misinformation.

In the rest of this section, we first study three special cascade priorities and then design an algorithm
for the general setting.

5.1 Special cases: homogeneous, M-dominant and P-dominant cascade priority

We introduce the following types of cascade priority that frequently appear in real social networks.

Definition 3 (Homogeneous cascade priority). The cascade priority is said to be homogeneous if
Fv(C) = Fu(C) for each u, v 2 V and C 2 C. That is, each cascade has the same priority at each
node.

Definition 4 (M-dominant cascade priority). The cascade priority is said to be M-dominant if
Fv(M) > Fv(P ) for each M 2 M, P 2 P[{P⇤} and v 2 V . Informally speaking, at each node,
the priority of each misinformation cascade is higher than that of any positive cascade.

Similarly, we have the P-dominant cascade priority.

Definition 5 (P-dominant cascade priority). The cascade priority is said to be P-dominant if Fv(P ) >
Fv(M) for each M 2 M, P 2 P[{P⇤} and v 2 V .

Remark 2. The homogeneous cascade priority is capable of representing the case when the priority
of cascade is determined by the source or the initiator of the cascade. For example, when there are
two opposite cascades C1 and C2 regarding NBA on Twitter, where C1 is posted by ESPN while C2

comes from an unknown source, the users will all tend to believe C1 and therefore Fv(C1) > Fv(C2)
for each v 2 V . The M-dominant or P-dominant cascade priority describes the scenario when one
group of the cascades are well polished and very convincing. For example, the fake news in Example
1 was believed to be true by many online users because it was claimed to be released by WikiLeaks.
As a result, the fake news always had a higher cascade priority and Fv(M) > Fv(P ) for each
M 2 M, P 2 P[{P⇤} and v 2 V .

While the Max-M problem does not exhibit any good property in general, it is indeed monotone
nondecreasing and submodular under special cascade priority settings. For the above types of cascade
priority, we have the following results.

Theorem 2. f is monotone nondecreasing and submodular if the cascade priority is M-dominant or
P-dominant.

Theorem 3. f is monotone nondecreasing and submodular if the cascade priority is homogeneous.

Please see the supplementary material for the proofs of Theorems 2 and 3. Note that the greedy
algorithm yields a (1� 1/e)-approximation when the objective function is monotone nondecreasing
and submodular [16]. Theorems 2 and 3 evince that special cascade priorities may admit desirable
combinatorial properties. In the next subsection, we will utilize these results to design an effective
algorithm for the Max-M problem for the general case.

6

Competitive IC Model
Diffusion under CIC has additional considerations:

seeds = {v1} and {v7}

VLDB 2019, Los Angeles 

1. Activates two seed sets

2. Cascades can share edge liveness or 
propagate separately

3. Active nodes do not switch
campaigns

4. Competition requires defining a tie-
breaking rule (e.g. positive/negative 
dominance, proportional 
probability, etc.)

?

[Bharathi et al. WINE 2007.] [Budak et al. WWW 2011.]
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Mitigation via Truth Campaigns
Objective. Select k seeds for truth campaign that maximizes 
number of users prevented from adopting the misinformation.

Solution. When campaigns share possible worlds (i.e. edge 
liveness shared) then objective is monotone & submodular --> 
Greedy yields (1 – 1/e)-approximate solution.

VLDB 2019, Los Angeles [Budak et al. WWW 2011.] [Tong et al. TNSE 2017.]
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Mitigation via Truth Campaigns
Alternative Goal. Select the minimum number of nodes to 
seed in the truth campaign to protect at least a β fraction of 
the network. (NP-hard)

VLDB 2019, Los Angeles 

Solution. Greedy selection of β-Node Protectors returns set 
of size at most |OPT| + O( 1/e * βN).
[Nguyen et al. WebSci 2012.]
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Hard Intervention Techniques
Question. What if a truth campaign isn’t effective enough?

• Consider network modification via edge removal. (P7)

Problem. Select k edges to remove from G such that the 
number of users adopting the fake news is minimized.

C1. Total number of edges (cardinality)
C2. limit edges that can be removed from each node (matroid).

Credit Distribution Model:
C1+2 APX-hard --> monotone submodular maximization

Linear Threshold:
C1 --> monotone supermodular minimization

VLDB 2019, Los Angeles [Khalil et al. KDD 2014.] [Medya et al. arXiv. 2019.]
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Mitigation & Intervention:
Epidemiological Models



Virus Propagation Models
Given a graph G where edges represent contact relationships 
and nodes represent users.

VPM’s defined by states and corresponding transitions.

For SIR, each node is in one of three states:
1. Susceptible (i.e. healthy)
2. Infected
3. Recovered (can’t be re-infected)

Other VPMs: SIS, SEIR, SIHR, SEIZ

VLDB 2019, Los Angeles [Bettencourt et al. PHYSICA A 2006.]
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Intervention via Immunization
Goal. Choose best nodes/edges to remove (immunize). (P7)

Two settings:
• Pre-emptive: choose nodes to remove before epidemic starts
• Reactive: immunization occurs after epidemic starts

Prior work on VPM’s studies the epidemic threshold (ET) which 
determines if a virus will die out or not.

Result. ET depends only on 
first eigenvalue λ of adj matrix 
and a VPM dependent constant

VLDB 2019, Los Angeles [Prakash et al. ICDM 2011.]
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Pre-emptive Immunization
Observe. Increasing λ --> increasing vulnerability of network

Goal. Select nodes that maximize the decrease of λ.

Solution. Approximate ”eigen-drop” via matrix perturbation 
theory. Resulting objective is monotone & submodular.

VLDB 2019, Los Angeles [Tong et al. ICDM 2010.] [Prakash et al. SDM 2013.]
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Reactive Immunization
Reactive: immunization occurs after epidemic starts.

Observe. The reactive immunization problem is a special case
of the general CIC-based mitigation problem:
• Virus = misinformation & inoculation = truth
• Truth is static (i.e. edge probabilities are all zero)
• Thus, NP-hard and not submodular!

Proposed Solution:
1. Simplify graph by merging infected nodes into “super node”
2. Design optimal algorithm for trees (DAVA-tree)
3. Construct dominator tree T from G --> run DAVA-tree on T

VLDB 2019, Los Angeles [Zhang & Prakash. SDM 2014.] [Zhang & Prakash. TKDD 2015.]
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Reactive Immunization
Construct dominator tree T from G --> run DAVA-tree on T:

VLDB 2019, Los Angeles 

Merged Graph Dominator Tree

u dominates v every path from I to v contains u

Weighting T is #P-hard --> use maximum propagation path probability.

(u,v)∃in T if u dominates v AND every other dominator of v dominates u
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Mitigation & Intervention:
Soft Touch Techniques



Softer Touch Techniques
Recent attempts by major companies to combat fake news 
incorporate “gentle nudges” away from misinformation.

Question. What role does human decision making play in 
the adoption and propagation of misinformation and how 
can technology enable humans to make better decisions?

Informing users about different cognitive biases that humans 
are susceptible to can be leveraged in the design of 
intervention tactics.

VLDB 2019, Los Angeles 

[Konstantinou et al. Co-Inform Project. 2019.]
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Softer Touch Techniques
Facebook:
• Flagging stories as “disputed” 

by third-party fact checkers
• Disputed stories appear 

lower in News Feed
• Attempting to share a 

disputed story comes with a 
warning

• Informed sharing (when 
reading an article makes user 
less likely to share is used as 
signal for ranking)

VLDB 2019, Los Angeles 
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Softer Touch Techniques
Google:
• Improving search ranking via updated search quality 

guidelines for evaluators --> helps algorithms demote fake 
content in search results

• Easier ways to provide direct feedback on autocomplete 
predictions and featured snippets

VLDB 2019, Los Angeles 
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Softer Touch Techniques
Twitter:
• Notice providing additional 

clarity when posts that violate 
TOS are retained

• Applied to government/elected 
officials with >100K followers

• Must click through to see tweet
• Determination made by an 

interdisciplinary team (legal, 
policy, safety, etc.)

• Some content exempt and results 
in removal

• Tagged tweets are partially 
suppressed on platform

VLDB 2019, Los Angeles 
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Softer Touch Techniques
Guardians are users who show interest in correcting false 
claims in online discussions by embedding URLs linking back to 
fact-checking sites.

• Majority of guardians post once or twice a year while a small subset are 
highly active (>200 posts). 

• Verified accounts are more trustworthy and make up 2.2%
• Highly visible users (>5000 followers) make up 7.5%

VLDB 2019, Los Angeles [Vo et al. SIGIR 2018.]

1. Average response time is 2.26 days
2. 90% were posted within one day.
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Softer Touch Techniques
Idea. Can we “outsource” the intervention task to guardians?

i.e. help guardians quickly access new interesting fact-checking URLs

Solution. Fact-checking URL recommender model that 
stimulates guardians to engage in intervention activities.

• Learn a model that recommends similar URLs to guardians whose 
interests are similar.

• Embedding based approach leverages URL content, network structure, 
and guardian post history.

• Outperforms SOTA approaches by 11-33%

VLDB 2019, Los Angeles 
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5a. Fact Checking Ecosystem



Fact Checking Workflow

Monitor Sources

Spot / Extract Claims

Assess Claims

Report conclusion with 
supporting  evidence

VLDB 2019, Los Angeles 115



Fact Checking Approaches

Fact Checking Entities:
• Expert / Journalist
• Crowdsourcing through end users
• Human-Computer hybrid
• Fully automated

VLDB 2019, Los Angeles 116



Expert based Fact Checking

IFCN code of principles has 69 signatories so far

VLDB 2019, Los Angeles 117



Expert based Fact Checking

Advantages
• Fact checking is often thorough
• Better credibility
• Can handle nuanced claims
• Can produce detailed evidence of fact checking

Disadvantages
• Not very scalable with average fact checking time of 7 days
• Harder to avoid human biases
• Not always easy to experts in esoteric domains 

VLDB 2019, Los Angeles 
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Crowdsourced Fact Checking

Very few thriving projects!
What is a good hybrid workflow of users, experts and AI?

VLDB 2019, Los Angeles 119



Crowdsourced Fact Checking
Advantages

• Leverage large number of users in a social media
• High scalability
• Easy to create workflows based on expertise and interest

Disadvantages
• Lower credibility
• Management of users is much harder
• Risk of manipulation by partisans
• Need to be aware of human biases
• Imbalance in volunteers for fact checking on popular vs 

important topics

VLDB 2019, Los Angeles 
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Hackathons, Bootcamps, Labs

VLDB 2019, Los Angeles 
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Automated Fact Checking Systems

[Lucas Graves. FactSheet. 2018]

VLDB 2019, Los Angeles 122



ClaimBuster Architecture

VLDB 2019, Los Angeles 

[Hassan et al. VLDB 2017.]
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ClaimBuster Interface

VLDB 2019, Los Angeles 

[Hassan et al. VLDB 2017.]
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DeFacto Functionality

VLDB 2019, Los Angeles 

[Speck et al. ISWC 2015.]
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DeFacto Interface

VLDB 2019, Los Angeles 

[Speck et al. ISWC 2015.]
126



DeFacto Evidence and Provenance

VLDB 2019, Los Angeles 

[Speck et al. ISWC 2015.]
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6. Future Challenges & Opportunities



Future Opportunities

• Propagation; Detection; Mitigation; Intervention

• Can DB tech. play a helpful role in Fact 
Checking?
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Key Dimensions

Propagation

Fake News

Detection

InterventionMitigation
130



Modeling Propagation

• How to model propagation of fake news?

• SEIZ approach
– Susceptible: not heard the news
– Exposed: heard the news and might share it
– Infected: heard the news and already shared it
– Skeptic: heard the news and did not share

[Fang Jin et al. Epidemiological modeling of news and rumors on twitter.  2013]
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Modeling Propagation

SIS Model

SEIZ Model

[Fang Jin et al. Epidemiological modeling of news and rumors on twitter.  2013]. 132



Empirical Modeling

• Can/should we take a model free approach? 
How? 

• How to empirically model existing fake and real 
news cascades?
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Detection

• Knowledge based Detection
– Next generation of ML based models have to 

incorporate knowledge in addition to features
– How to incorporate KB/KG into a ML classifier?
– How to integrate ML into query processing based fact 

checking? 
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Detection

• Knowledge graph based Fake News Detection
– Facts as triples stored in KG
– Popular approach: Link prediction
– How to generalize from edge to subgraph?
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Fact Checking Queries

• Queries are the bread-and-butter of DB 
community

• How to translate fact checking as queries?

• Are there any novel class of fact checking 
queries?
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Query Perturbation
Claim: “adoptions went up 65 to 70 percent” in
New York City “when he was the mayor.”

[You Wu et al. "Computational fact checking through query perturbations." TODS. 2017].137



Query Perturbation
SELECT after.total / before.total FROM (

SELECT SUM(number) AS total FROM adopt 
WHERE year BETWEEN t − w − d + 1 AND t − d) 
AS before, 

(SELECT SUM(number) AS total FROM adopt 
WHERE year BETWEEN t − w + 1 AND t) AS 
after;

)
[You Wu et al. "Computational fact checking through query perturbations." TODS. 2017]. 
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Probabilistic Databases
• Real world data is often uncertain and 

inconsistent

• Can we model fact checking as an inference 
problem?
– How to combine uncertain evidence to make decision 

on fact checking?

• How can we collect and present the evidence for 
explanations? 

[Ahmadi et al. Explainable Fact Checking with Probabilistic Answer Set Programming.]. 
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Mitigation
• How to extend influence maximization and 

epidemiological models for more accurate 
mitigation?
1. Users changing their mind --> switching campaigns
2. Reacting to evolving propagation --> online setting

• How is seed budget determined in practice?
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Intervention
• Should all edges/nodes be treated equally?

1. Avoid removing highly influential users?
2. All-or-nothing removal of edges?

• Consider “classes” of users?
1. E.g. scored w.r.t. their track record (and predicted 

future credibility)

• How far can the idea of outsourcing intervention via 
guardians be pushed?

• What other “tagging” schemes are useful?
142



Fact Checking and DB Technology 

Fact Checking Data Warehouse 

Ingestion Fact 
Checking

Querying 
Fact 

Checks
Analytics
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Fact Checking Ecosystem
• There is a rich, diverse and thriving ecosystem 

• How can our community make the largest 
impact?

• Build monolithic tools? (use it or lose it?)

• Build specialized tools using “DB” techniques?

• can we redo, what relational did for the 
enterprise, to fact checking or more generally to 
truth management? 
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Questions?

Comments?
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